The Concept of Probability in Safety Assessments of Technological Systems

GEORGE APOSTOLAKIS

Safety assessments of technological systems, such as nuclear power plants, chemical process facilities, and hazardous waste repositories, require the investigation of the occurrence and consequences of rare events. The subjectivist (Bayesian) theory of probability is the appropriate framework within which expert opinions, which are essential to the quantification process, can be combined with experimental results and statistical observations to produce quantitative measures of the risks from these systems. A distinction is made between uncertainties in physical models and state-of-knowledge uncertainties about the parameters and assumptions of these models. The proper role of past and future relative frequencies and several issues associated with the elicitation and use of expert opinions are discussed.

Probabilistic risk assessment (PRA) or probabilistic safety assessment (PSA) is a method that has evolved during the last 20 years. Its aim is to produce quantitative estimates of the risks associated with complex engineering systems such as nuclear plants, chemical process facilities, waste repositories, and space systems. The identification of the most likely failure scenarios and the major sources of uncertainty is an essential part of PSA.

Despite the considerable advances that have been made and the widespread use of PSA in some fields, there are still controversies and misunderstandings surrounding its use. Engineers and physical scientists are asked to deal with methods that require considerable use of subjective judgment, and, because they are unaccustomed to such mixing of “objective” facts with “subjective” judgments, they are left with the feeling that the whole exercise lacks scientific rigor. The few engineers who have taken courses on probability and statistics in their college days find that their notion of probability as the limit of a relative frequency is challenged by the requirements of a PSA for a real system and by the fact that major accidents are rare.

The purpose of doing a PSA is to make decisions regarding the safe operation of a facility. Expected utility theory provides the framework within which decisions can be analyzed in a formal manner and in accordance with several reasonable principles (1, 2). We can consider the decision problem as consisting of four major elements: (i) structuring the problem, (ii) quantifying uncertainties, (iii) quantifying preferences, and (iv) making the decision (choosing among alternatives). The first element (problem-structuring) lays the foundation upon which one performs further analysis by building models for the physical world and developing alternative courses of action. The second element requires the introduction of probabilities and their calculus. The preferences (third element) are expressed in terms of utilities and, finally, the decision criterion is the maximization of the expected utility (fourth element). A person who follows this procedure in decision-making and whose probabilities comply with the theory of probability is a coherent decision maker (1–3).

For major societal decisions that involve many decision makers (or, more accurately, many stakeholders), formal decision theory breaks down. Because this theory guarantees coherence of the probability assignments and preferences of a single decision maker, two decision makers may be individually coherent and still be unable to agree and reach the same decision. In these situations the last two elements of the decision problem, that is, the quantification of preferences and the maximization of expected utilities, are replaced by ad hoc decision-making criteria that are widely debated and, ultimately, imposed by the regulatory authority. The proposed containment requirements for radioactive waste repositories (4), various criteria for nuclear power reactors (5), and criteria for chemical facilities (6) are such ad hoc decision-making criteria.

Problems with multiple stakeholders also arise in the process of quantifying the uncertainties. For rare events, such as those investigated in safety assessments, the evaluation of probabilities requires the exercise of considerable judgment. Probability theory guarantees that an individual making an assessment will be coherent but cannot force consensus between two different analysts. They may each be coherent and they may still disagree. (Some researchers postulate that, given the same information, scientists should agree on their inferences; if the purpose of such a tenet is to encourage dialogue and the dissemination of information, there can be no argument against it. However, in order to accept this tenet as a scientific principle, one would have to define criteria that would determine under what conditions several individuals have the same information, and this is a nearly impossible task.) In spite of these limitations, probability theory is still the only rational way that is available to us for handling uncertainty.

The Conditional Model of the World

The first step in doing a PSA is to structure the problem, which means to build a model for the physical situation at hand. We refer to this as the model of the world. (The “world” is defined as “the object about which the person is concerned” (7, p. 9); we may
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occasionally refer to it as the "model" or the "mathematical model.""

It is built on a number of model assumptions and on a number of parameters whose numerical values are required.

An essential part of problem structuring in most PSAs is the identification of accident scenarios (event sequences) that lead to the consequence of interest, for example, system unavailability, the release of hazardous materials, and so forth. Many methods have been developed to aid the analyst in such efforts, for example, failure modes and effects analysis, hazard and operability analysis, fault tree analysis, and event tree analysis (8). These analyses consider combinations of failures of the hardware and operator actions during maintenance as well as during accidents, fires, and natural phenomena, such as earthquakes and tornadoes. Their product is the set of causes or consequences, or both, of postulated failures of systems or components.

The development of scenarios introduces model assumptions and model parameters that are based on what is currently known about the physics of the relevant processes and the behavior of systems under given conditions. For example, the failure modes of equipment during given earthquakes, the calculation of heat fluxes in a closed compartment where a fire has started, and the response of plant operators to an abnormal event are all the results of conceptual models that rely on assumptions about how a real accident will progress. These models include parameters whose numerical values are also assumed to be available (for example, in the case of fires, the heat of combustion of the burning fuel, the thermal conductivity of the walls of the compartment, and so forth); that is, observable or measurable quantities. A simple example involves the Darcy equation for ground-water flow in saturated media

\[ q = -K \frac{\partial h}{\partial x} \]  

(1)

where \( q \) is the specific discharge in the \( x \) direction, \( h \) is the hydraulic head, and \( K \) is the hydraulic conductivity.

Equation 1 is the model of the world in this example. Its parameter is \( K \), and the use of this model is conditional on the assumption that the numerical value of the hydraulic conductivity is known. In a realistic calculation, Eq. 1 is part of a system of coupled differential equations modeling the convective-dispersive transport of radionuclide chains that form the model of the world. Their solution requires computer codes such as the Sandia Waste Isolation Flow and Transport code (9).

We can generalize the above example and write the solution of the conditional model of the world as \( G(\phi, M, H) \), where \( \phi \) is the vector of input parameters (for example, the hydraulic conductivity of Eq. 1), \( M \) is the set of model assumptions that define the model, and \( H \) is the entire body of knowledge and beliefs of the modeler. [A closed-form expression may not be available, as is the case with computer codes, where \( G(\phi, M, H) \) is understood to be the solution that is produced numerically by the code.] This notation makes explicit that the solution of the model is a function of the model parameters, the values of which must be given, and is conditional on the model assumptions and on the modeler's current state of knowledge.

We are now ready to discuss the uncertainties associated with the conditional model of the world. The state-of-knowledge uncertainties are the numerical values of the parameters and the model assumptions of the conditional model of the world.

State-of-Knowledge Uncertainties

The model of the world assumes that the numerical values of its parameters are known and that its model assumptions are true. Since there is usually uncertainty about these conditions, we introduce the state-of-knowledge (subjective) probability density function (PDF) \( \pi(\phi, M, H) \), which expresses our beliefs regarding the numerical values of \( \phi \) and the validity of the model assumptions. The lognormal distribution is used frequently in safety studies for the parameters. The PDF for a variable \( K \) is given by

\[ \pi(k|\mu, \sigma) = \frac{1}{\sqrt{2\pi \sigma k}} \exp \left[ \frac{-(\ln k - \mu)^2}{2\sigma^2} \right] \]  

(2)

where \( 0 < K < \infty < \mu < +\infty, 0 < \sigma \). (\( \mu \) denotes the uncertain variable, and \( k \) denotes the value of this variable). Specifying the numerical values of the parameters \( \mu \) and \( \sigma \) determines the lognormal distribution. It is the positive skewness of this distribution that plays an important role in the decision to use it as the state-of-knowledge PDF for the hydraulic conductivity of a waste repository site (9). It is stated that "viable candidate sites will probably have conductivities near or below the low end of the range, and the choice of a lognormal distribution ensures several values" (9, p. 29).

The subjective interpretation of the concept of probability tells us that probability is a measure of degree of belief (1–3). The primitive notion is that of "more likely"; that is, we can intuitively say that event \( A \) is more likely than event \( B \). Probability is simply a numerical expression for this likelihood (additional assumptions are needed for the rigorous definition of probability). When we say that event \( A \) has probability 0.6, we mean that \( A \) is more likely than every event whose probability is less than 0.6. A set of probabilities that complies with the theory of probability is a coherent set. (It is interesting to note that the standard axioms of the mathematical theory of probability are satisfied by subjective probabilities; we are simply adopting an expanded theory that starts with the primitive notion of likelihood.)

This interpretation of probability is not based on relative frequencies and does not require many identical trials. It would be awkward to use relative frequencies for events such as the truth or falsehood of model assumptions. For example, in some instances we know that an accident will progress in one of two ways, say \( A \) or \( B \), but we do not know which one, and we express our belief in terms of a probability. The probability \( p(A) \) is not to be interpreted as the limit of the relative frequency of occurrence of \( A \) in many repetitions of the accident. We know that either \( A \) or \( B \) will always occur, so this relative frequency interpretation is inappropriate.

Returning to the example of hydraulic conductivity, we recognize that the uncertainty about its values stems from not knowing the characteristics of the site (this is usually the case for "generic" studies). As more information is gathered about the site and its hydraulic properties, the subjective distribution must be adjusted to reflect the corresponding state of knowledge. It should be evident that relative frequencies have no place in this example. The selection of a repository site (and, consequently, the hydraulic conductivity value) has nothing to do with large numbers of "trials."

The Unconditional Solution of the Model

We are now in a position to produce an unconditional solution of the model of the world by finding the weighted average of the solution of the conditional models where the weights are the probabilities of the parameter values and the assumptions. For a discrete set of \( n \) models, which is likely to be the case, we write

\[ \bar{G} = \sum_{i=1}^{n} \left( G(\phi_i|\lambda_i, M, H) \right) \pi(\phi_i|\lambda_i, M, H)d\phi_i \]  

(3)

where \( G(\phi_i|\lambda_i, M, H) \) is the solution of the \( i \)th conditional model and...
The bivariate distribution is shown for simplicity; for many spatial points, the appropriate multivariate normal distribution would be Eq. 5a, is the bivariate normal distribution for the logarithm of the hydraulic conductivity evaluated at two points in space, \( x, x' \). The second expression is simply the definition of the logarithm of the hydraulic conductivity. The third expression, given explicitly as Eq. 4, is the bivariate normal distribution for the logarithm of the hydraulic conductivity at any two points in space are distributed according to the bivariate normal distribution and that the correlation coefficient of this distribution is an exponential function of the distance between these two points. The bivariate normal distribution is the model for the uncertainty, that is, the spatial variability of the hydraulic conductivity, that is part of this expanded conditional model (in our terminology, it is a frequency distribution). The state-of-knowledge model will involve multivariate distributions for the parameter vector \((\mu, \sigma, I)\), as well as for the corresponding model hypotheses.

Since the conditional model now contains probability distributions, its solution will also be in the form of a probability distribution. It is, therefore, necessary to abandon the expression \( G(\phi(M), H) \) that represented the solution of the model without uncertainties and to introduce \( h(A|\phi, M, H) \) as the conditional probability distribution of the event of interest \( A \) that results from solving the conditional model of the world. When \( A \) is a discrete event, \( h(A|\phi, M, H) \) is understood to be a probability mass function [a trivial example is afforded by Eq. 4, where \( A \) is the event \((r \text{ events in } t)\)]. When \( A \) is a continuous variable, \( h(A|\phi, M, H) \) is understood to be a PDF (as an example, the solution of Eqs. 5 will be the PDF of the specific discharge \( q \), which will be \( A \) in this case.) The unconditional solution is derived similarly to Eq. 3, that is,

\[
h(A|H) = \sum_{i=1}^{n} \int h(A|\phi_i, M, H) \pi(\phi_i|M, H) \text{d}\phi_i \tag{6}
\]

A similar situation is encountered in PSAs for nuclear power plants. A simple model for the failure time of a component is the exponential distribution with PDF as follows

\[
f(t|\lambda, M) = \lambda e^{-\lambda t} \tag{7}
\]

with \( \lambda > 0 \) and \( t > 0 \). This model of the world is conditional on the failure rate \( \lambda \) (not to be confused with the correlation length of Eq. 5) and on the assumption that this rate is constant. The lognormal distribution (Eq. 2) is the state-of-knowledge distribution that is widely used for the failure rate, a practice that has been established by the pioneering Reactor Safety Study (RSS) (12). The RSS has developed such lognormal distributions for a number of components; the principal source of uncertainty is considered to be “plant-to-plant variability,” the variation of performance caused by the different conditions that prevail at various plant sites.

As data concerning the failures of equipment from various plants are gathered, the need arises to account explicitly for the plant-to-plant variability. If the parameters of the lognormal distribution for \( \lambda \) are allowed to vary, the lognormal distribution becomes part of the conditional model of the world; that is, it becomes a frequency distribution (13). Comparing this case to the hydraulic conductivity example, we recognize that it is the desire to account explicitly for the spatial variability of \( K \) that creates the need to move the lognormal distribution to the conditional model of the world, whereas in the failure rate case it is the desire to account explicitly for the plant-to-plant variability of \( \lambda \). The similarity of the two cases stops there, however, as the failure rate case does not use multivariate distributions, such as that of Eq. 6 (13).

These examples illustrate the kinds of subjective judgments that are required of analysts and also show how practical needs can generate adjustments to the model of the world. These adjustments (for example, treating the lognormal distribution of the hydraulic conductivity of the logarithm of the hydraulic conductivity evaluated at two points in space, \( x_1 \) and \( x_2 \). The bivariate distribution is shown for simplicity; for many spatial points, the appropriate multivariate normal distribution would be used. The fourth expression in the set of Eqs. 5 is the model for the spatial variability of the correlation coefficient \( \rho \) that appears in the bivariate normal distribution (11). The other two parameters \( \mu \) and \( \sigma \) are defined similarly to those appearing in Eq. 2. In addition to the assumptions behind the Darcy equation, this mathematical model includes two new assumptions: that the values of the logarithm of the hydraulic conductivity at any two points in space are distributed according to the bivariate normal distribution and that the correlation coefficient of this distribution is an exponential function of the distance between these two points. The bivariate normal distribution is the model for the uncertainty, that is, spatial variability of the hydraulic conductivity, that is part of this expanded conditional model (in our terminology, it is a frequency distribution). The state-of-knowledge model will involve multivariate distributions for the parameter vector \((\mu, \sigma, I)\), as well as for the corresponding model hypotheses.
Bayesian viewpoint, have been presented in practice in various forms. For example, given that we know the rate \( \lambda \) and that the assumption that it is constant is true, we can calculate the probability of \( r \) earthquakes occurring in an interval \((0, t)\). However, the uncertainty that is part of the conditional model of the world is still present. For example, we still do not know when the next earthquake will occur, even though we know the value of the rate of occurrence. Similarly, the time of the next radioactive decay cannot be known, even though both the model (exponential) and its parameter (decay constant) are known for a given species.

The preceding discussion referred to the proper use of past observations. The question now is what the values of future relative frequencies are going to be. The laws of large numbers tell us that we should expect these frequencies to be close to the corresponding probabilities. For example, given that we know the rate \( \lambda \) and that the assumption that it is constant is true, we can calculate the probability of \( r \) earthquakes occurring in an interval \((0, t)\). However, the uncertainty that is part of the conditional model of the world is still present. For example, we still do not know when the next earthquake will occur, even though we know the value of the rate of occurrence. Similarly, the time of the next radioactive decay cannot be known, even though both the model (exponential) and its parameter (decay constant) are known for a given species.

The proper use of the parameters of distributions that appear in the model of the world or in the subjective parameter distributions for the parameters. There is only one kind of uncertainty stemming from our lack of knowledge concerning the truth of a proposition, regardless of whether this proposition involves the possible values of the hydraulic conductivity or the number of earthquakes in a period of time. The distinction between the conditional model-of-the-world probability, for example, Eq. 4, and the probabilities for the parameter \( \pi(\lambda | \mu, s) \) in the same example is merely for our convenience in investigating complex phenomena. Probability is always a measure of degree of belief. While we will discuss the proper role of relative frequencies later, it is important at this time and in light of the confusion that persists in practice to clearly state that there is only one logical and workable interpretation of probability and it is that of degrees of belief.

### The Role of Relative Frequencies

When the model of the world does not contain uncertain quantities, relative frequencies are irrelevant. The parameters of the model are usually parameters with physical interpretations, and the only justification for repeated observations is the presence of measurement errors. In the absence of such errors, a single observation can remove the state-of-knowledge uncertainty and determine precisely the value of the parameters.

When the model of the world contains uncertain quantities such as the occurrence times of earthquakes or the failure times of equipment, Bayesian's theorem tells us how past observations influence our current state-of-knowledge distributions.

In order to understand the proper role of relative frequencies, we must consider the issue of how new evidence \( E \) changes our current state of knowledge. The only condition that is imposed on us is to update our probabilities according to the rules of the theory of probability. The rule of conditional probabilities gives the conditional probability of an event \( A \) given that we have received evidence \( E \):

\[
p(A|E) = \frac{p(A)}{p(E)}
\]

Equation 8 shows how the prior probability \( p(A) \), the probability of \( A \) prior to receiving \( E \), is modified to give the posterior probability \( p(A|E) \), subsequent to receiving \( E \). The likelihood function \( p(E|A) \) demands that we evaluate the probability of this evidence assuming that the event \( A \) is true. Equation 8 is the basis of Bayes's theorem, which is so fundamental to the subjectivist theory that this theory is sometimes referred to as Bayesian theory.

Returning to Eq. 6, we use the idea of Eq. 8 to update the probabilities of the models and their parameter distributions as follows (14)

\[
p(M_j | E) = \frac{\int h_i(E | \phi_i, M_j) \pi_i(\phi_i | M_j) d\phi_i}{\sum_{i=1}^{n} \left[ \int \pi(\phi_i | M_j) h_i(E | \phi_i, M_j) d\phi_i \right] \pi_i(\phi_i | M_j)} p(M_j)
\]

and

\[
\pi_i(\phi_i | M_j, E) = \frac{h_i(E | \phi_i, M_j)}{\int \pi(\phi_i | M_j) h_i(E | \phi_i, M_j) d\phi_i} \pi_i(\phi_i | M_j)
\]

Comparing Eqs. 8 and 9, we recognize that

\[
p(E|M_i) = \int h_i(E | \phi_i, M_j) \pi_i(\phi_i | M_j) d\phi_i
\]

This integral is the probability of the evidence assuming that the \( i \)th model is correct. (Note that, for simplicity, in Eqs. 9–11 we have dropped \( H \), since it appears everywhere.)

Equation 10, which updates the parameter distributions of the \( i \)th model assuming that this model is the right one, is the form of Bayes's theorem that is usually found in standard textbooks (15).

In the case of “perfect knowledge,” all of the uncertainty regarding models and parameters has been eliminated and the subjective distributions of the parameters are determined by relative frequencies. However, the uncertainty that is part of the conditional model of the world is still present. For example, we still do not know when the next earthquake will occur, even though we know the value of the rate of occurrence. Similarly, the time of the next radioactive decay cannot be known, even though both the model (exponential) and its parameter (decay constant) are known for a given species.

The proper use of the parameters of distributions that appear in the model-of-the-world probability, for example, Eq. 4, and the probabilities for the parameter \( \pi(\lambda | \mu, s) \) in the same example is merely for our convenience in investigating complex phenomena. Probability is always a measure of degree of belief. While we will discuss the proper role of relative frequencies later, it is important at this time and in light of the confusion that persists in practice to clearly state that there is only one logical and workable interpretation of probability and it is that of degrees of belief.

The ideas that we have discussed, which are based on a pure Bayesian viewpoint, have been presented in practice in various forms and to various degrees of accuracy. In one form, uncertainties that appear in the conditional model of the world, or Type 1 uncertainties, are considered to be the result of the stochastic variability of some random variable. The case of no random variables is considered limiting (16). This is consistent with our framework, although the model of the world is more general in that it does not need to contain random variables. Another source proposes to adopt the classical (relative frequency–based) interpretation for the irreducible uncertainties in the “building blocks of the PSA” (that is, the conditional model of the world) and the subjectivist interpretation for the reducible uncertainty about parameter values and the validity of models (17). In our framework, probabilities, regardless of where they appear, are always measures of degrees of belief. The relationship between future frequencies and probabilities is properly understood within the laws of large numbers.

The proper use of the parameters of distributions that appear in
the conditional model of the world, in particular the rate of the exponential distribution or of the Poisson distribution, has been debated in the literature. For example, in the nuclear power safety arena, almost all accidents are discussed in terms of their rate of occurrence per year. Even probabilistic safety criteria have been formulated in terms of the rate of nuclear reactor core damage or of major release of radioactivity. Of course, it may happen that decisions based on rates may be inconsistent with decisions based on expected utilities [a related example demonstrates inconsistencies between decisions based on expected values and on the conditional model of the world with point values for the parameters (18)]. This extraordinary attention to rates has led some researchers (19, 20) to emphasize that these rates are fictional parameters, and that they should not be tied to relative frequencies. On the other extreme, it has been asserted that these rates can be measured (at least in principle) and that the purpose of a PSA is the identification of accident scenarios and their rates (21). To emphasize the difference between probability and frequency, the term “frequency” is used exclusively for these rates. The state-of-knowledge probability distributions of the parameters are called “probability-of-frequency” curves (21).

Although it is true that these rates, like all parameters of models, are intermediate quantities that are eventually averaged out as shown in Eq. 3, they are no more fictional or less useful than other rates, such as the hydraulic conductivity or the speed of a car. In other words, they are quantities that can be assessed, and what we know about them is expressed by our state-of-knowledge distribution. In the case of radioactive decay constants, this distribution is very narrow (for a given radionuclide) and, because we are confident that our model is correct and we realize that we cannot influence the values of these constants, we consider them as physical properties of the radionuclides. The situation is very different for the rates of major technological accidents because we have considerable uncertainties regarding both models and numerical values of their parameters. It would be unreasonable to consider these rates as physical constants, mainly because we can influence them, for example, by making the systems safer. The proper role of these parameters in a decision problem is summarized in Eqs. 3 and 6.

Expert Opinions

The judgment of analysts is prevalent in PSA. Because the events or phenomena of interest are usually very rare, thus lacking significant statistical or experimental support, the opinions of experts acquire great significance. Engineering judgment, which is another, more traditional, name for expert opinion, has always played an important role in engineering work but now the use of judgment is made very visible and formal. The framework that we have discussed allows us to see where the analysts’ judgment is utilized and how.

Objections have been raised to the use of these models in PSAs for major technological accidents because we have considerable uncertainties regarding both models and numerical values of their parameters. It would be unreasonable to consider these rates as physical constants, mainly because we can influence them, for example, by making the systems safer. The proper role of these parameters in a decision problem is summarized in Eqs. 3 and 6.
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the selection of the experts). The latter criticism falls outside the mathematical theory that I have been discussing and is not of interest here; however, the view that voting replaces hard science is misguided. The probabilities $p(M|H)$ of Eqs. 3 and 6 are an essential part of the decision-making process. A formal mechanism exists (Eq. 9) to incorporate available evidence into $p(M|H)$. Unfortunately, many decisions cannot wait until such evidence becomes available, and assessing $p(M|H)$ from expert opinions is a necessity. (Incidentally, such an assessment may lead to the decision to do nothing until experiments are conducted.) The elicitation and use of expert opinions in safety studies and risk management is an area where attention will be focused in the near future (39-42).

Conclusions
We have discussed a rational probabilistic framework for the assessment of the risks from technological systems. The question that immediately arises is why this framework is not universally accepted. A major reason must be the lack of a strong statistical background of most engineers (43). What complicates matters is that simple, albeit often ad hoc, methods do provide "point" parameter values that are within the uncertainty range that a more rigorous analysis would produce.

Bayesian methods are often identified with the extensive use of personal judgments, the implication being that the methods of relative frequency-based statistics are more objective. Judgment and expert opinions are required because safety assessments must deal with rare events. The issue, therefore, is how to process this judgment and how to combine it with observations and frequencies. To achieve this, one applies the rules of the subjectivist theory of probability; that is, one must be coherent, which is synonymous with being objective. These methods are not a panacea. For example, the most controversial part of using expert opinions, that is, selecting the experts, is outside the theory and requires processes similar to those for establishing decision-making criteria for major societal issues that involve several stakeholder groups. However, after these opinions have been received, they must be processed coherently, according to the rules that we have discussed.
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